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This chapter describes what 
Earth system models are and 
how they are used. Model-based 
projections of climate change 
at a global scale are presented, 
along with a discussion of 
the global carbon budget 
and methods to downscale 
coarse resolution global model 
projections to finer spatial 
scales.
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Chapter Key Messages

3.2: Future Change and Climate Forcing

Emissions of greenhouse gases from human activity, particularly carbon dioxide, will largely determine the 
magnitude of climate change over the next century. Therefore, reducing human emissions will reduce future 
climate change.

3.3: Modelling the Response of the Climate System to External  
Forcing

In the near term (to approximately 2040), projected warming will be similar under all emission pathways. But 
by the late 21st century, the differences between possible emission pathways will have a considerable effect. 
Available estimates indicate that the global climate will warm by an additional 1ºC (for a low emission sce-
nario) to 3.7ºC (for a high emission scenario). Scenarios that would limit warming to an additional 1ºC or less 
require rapid and deep emission reductions.

3.4: Cumulative Carbon and Global Temperature Change

Global temperature change is effectively irreversible on multi-century timescales. This is because the total 
amount of carbon dioxide emitted over time is the main determinant of global temperature change and be-
cause carbon dioxide has a long (century-scale) lifetime in the atmosphere.

3.5: Regional Downscaling

Climate projections are based on computer models that represent the global climate system at coarse reso-
lution. Understanding the effects of climate change for specific regions benefits from methods to downscale 
these projections. However, uncertainty in climate projections is larger as one goes from global to regional to 
local scale.
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Summary

This chapter provides an overview of Earth system models and how they are used to simulate historical 
climate and to make projections of future climate. Historical simulations allow models to be evaluated via 
comparison with observations, and these show that models are able to reproduce many aspects of observed 
climate change and variability. They also allow experiments to be conducted in which human and natural 
causes of climate change can be identified and quantified. In order to make future projections, it is necessary 
to specify future emissions, or concentrations of greenhouse gases and aerosols, as well as future land-use 
change. Owing to uncertainty regarding future human activity (in particular, the extent to which ambitious 
emission reductions will be implemented), a range of future scenarios must be used. Results from future 
climate projections are discussed, along with sources of confidence and uncertainty. On average, the mod-
els project a future global mean temperature change (relative to the 1986–2005 reference period) of about 
1ºC for the low emission scenario (Representative Concentration Pathway [RCP] 2.6) and 3.7ºC for the high 
emission scenario (RCP 8.5) by the late 21th century, with individual model results ranging about 1ºC above 
or below the multi-model average. This change is over and above the 0.6ºC change that had already occurred 
from 1850 to the reference period. The low emission scenario (RCP2.6) is consistent with limiting the global 
temperature increase to roughly 2ºC and is therefore roughly compatible with the global temperature goal 
agreed to in the Paris Agreement. This scenario requires global carbon emissions to peak almost immediately 
and reduce to near zero well before the end of the century.

Regardless of the global mean surface temperature level attained when emissions become net zero, tem-
perature will remain at about that level for centuries. In other words, global temperature change is effectively 
irreversible on multi-century timescales. The relationship between cumulative emissions of carbon dioxide 
(CO2) and global mean surface temperature provides a simple means of connecting emissions from fossil 
fuels — the main source of anthropogenic CO2 — to climate change. It also leads to the concept of a carbon 
emissions budget — the amount of carbon that can be emitted before temperatures exceed a certain value. 
The Intergovernmental Panel on Climate Change (IPCC, 2014) has assessed that, to have a 50% chance of 
keeping global warming to less than 2ºC above the pre-industrial value, CO2 emissions from 2011 onward 
would have to remain below 1300 billion tonnes of CO2 (GtCO2), roughly equal to what has already been emit-
ted since the beginning of the Industrial Era. For a 50% chance of keeping the temperature increase to less 
than 1.5ºC, emissions from 2011 onward would have to be limited to 550 GtCO2. It must be noted that estima-
tion of carbon budgets, especially for low temperature targets, is a rapidly developing area of research, and 
updated budgets will be assessed in the near future. 

The chapter concludes with a discussion of downscaling methods, that is, methods to transform global 
Earth system model results into more detailed, local information better suited to impact studies. Downscaled 
results are often used in impact studies, but users must keep in mind that the enhanced detail provided does 
not necessarily mean added value, and that uncertainty is larger at smaller spatial scales.
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3.1: Introduction

Future climate change will be driven primarily by human emissions of greenhouse gases (GHGs). Emissions 
of aerosols (airborne particles) collectively cool the climate and so offset some climate warming, but this 
effect is projected to decrease in the future as aerosol emissions decline. To understand the effects of these 
drivers on the climate, scientists use models — complex computer simulations of the climate system. Models 
are used to make projections of future climate, based on future scenarios of GHG and aerosol forcing. These 
models are developed and used at climate research institutions around the world, and results from multiple 
models allow us to estimate uncertainty and overall confidence in future projections. While Earth system 
models can simulate the climate system’s response to human emissions of GHGs, they cannot predict fu-
ture human activities. Therefore, projections are made using various scenarios, or pathways, of future GHG 
concentrations, aerosol loading and land-use change (climate forcing agents; see Chapter 2, Section 2.3.1). 
These pathways are described in Section 3.2. In Section 3.3, Earth system models are briefly described, 
along with global-scale projections of future climate and sources of uncertainty in such projections. While all 
forcing agents affect climate, carbon dioxide (CO2) is the main determinant of long-term global temperature 
change. Section 3.4 describes the relationship between CO2 emissions and global temperature change — a re-
lationship that is important in developing policies on temperature targets and on global emission reductions. 
This section also discusses why climate change is irreversible, due to the long lifetime of CO2 in the climate 
system. Finally, Section 3.5 discusses how global model results can be “downscaled” to provide more detailed 
regional information more suitable for impact assessment and adaptation planning.

3.2: Future climate change and climate forcing

Key Message

Emissions of greenhouse gases from human activity, particularly carbon dioxide, will largely deter-
mine the magnitude of climate change over the next century. Therefore, reducing human emissions 
will reduce future climate change.

Projections of future climate change require projections of future climate forcing — the external drivers 
of change such as GHGs and aerosols. These projections, in turn, arise from scenarios of future GHG and 
aerosol emissions, which are based on varying assumptions about how human activities, such as fossil fuel 
consumption and land use, will change. Future emission scenarios are typically developed using integrated 
assessment models, which combine economic, demographic, and policy modelling with simplified physical 
climate models to make projections of population growth, economic development, land use, and the implica-
tions of different policy options on climate-relevant emissions. As there is large uncertainty in the social and 
economic aspects of such projections, a range of scenarios is generally provided, ranging from those in which 
emissions are aggressively reduced to those with limited actions taken to mitigate emissions.
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The projections described in the IPCC Fifth Assessment (see Chapter 1) were based on a suite of future forc-
ing scenarios called Representative Concentration Pathways (RCPs) that cover the period from 2006 onward 
(van Vuuren et al., 2011). The RCPs are identified by a number indicating the change in radiative forcing — the 
imbalance between the solar radiation entering the climate system and the infrared (longwave) radiation 
leaving it caused by greenhouse gases and other external drivers (see Chapter 2, Section 2.3.1) — by the end 
of the 21st century. RCP2.6 represents a low emission pathway with a change in radiative forcing of roughly 
2.6 W/m2, RCP4.5 and RCP6 represent intermediate emission pathways, and RCP8.5 represents a pathway 
with continued growth in GHG emissions, leading to a radiative forcing of roughly 8.5 W/m2 at the end of the 
century. In this report, we will refer to climate scenarios based on RCP2.6 as “low emission scenarios,” those 
based on RCP4.5 and RCP6 as “medium emission scenarios,” and those based on RCP8.5 as “high emission 
scenarios.” For each RCP, the integrated assessment models provide a comprehensive time series of emis-
sions and concentrations of individual GHGs (CO2, methane [CH4], nitrous oxide [N2O], chlorofluorocarbons, 
etc.), along with aerosol emissions and land-use change. All of these forcings are inputs to Earth system 
models, which then simulate the future response of the climate system, including biogeochemical feedbacks, 
to these external forcing scenarios. 

The RCPs supersede the so-called “SRES scenarios” (Nakicenovic et al., 2000), which served as the basis for 
model runs reported in the IPCC Fourth Assessment Report. Although there are differences in detail, the SRES 
A2 forcing scenario is roughly comparable to RCP8.5, the SRES A1B scenario is roughly midway between 
RCP6 and RCP8.5, and SRES B1 is roughly comparable to RCP4.5 (e.g., Burkett et al., 2014). There was no 
SRES forcing scenario comparable to RCP2.6. These forcing scenarios are updated every few years, and new 
shared socioeconomic pathways (building upon the RCPs) will be used in model runs that will feed into the 
upcoming IPCC Sixth Assessment (e.g., Riahi et al., 2017).

In all cases, CO2 is the largest contributor to the historical and projected change radiative forcing, followed by 
CH4 and N2O (Myhre et al., 2013; Collins et al., 2013). This means that future changes in human emissions of 
CO2 will largely determine future climate.

An illustration of aspects of the RCPs is shown in Figure 3.1. It is important to note that no likelihoods are 
ascribed to these future forcing scenarios — they are all deemed plausible, although, as emissions continue 
to increase, low emission pathways become more difficult to achieve (e.g., Millar et al., 2017). The spread 
across the RCPs represents some measure of our uncertainty about how socioeconomic factors may change 
in the future, especially how aggressively humans will pursue emission mitigation, and therefore the pace at 
which humans will continue to drive climate change. The low emission (RCP2.6) scenario is consistent with 
limiting global temperature increase to roughly 2ºC above the pre-industrial value (see Section 3.3.3) and is 
therefore roughly compatible with the global temperature goal agreed to in the Paris Agreement (UNFCCC, 
2015). This scenario requires global CO2 emissions to peak almost immediately and reduce to near zero well 
before the end of the century. Global annual CO2 emissions reached about 10 Gt of carbon (about 37 GtCO2) 
in 2017 (Le Quéré et al., 2017)
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Figure 3.1: Underlying features of the Representative Concentration Pathways

Figure caption: Socioeconomic (top row), energy intensity (second row), greenhouse gas emissions (third row), 
and ultimately greenhouse gas concentration (bottom row) scenarios underlying the Representative Concentra-
tion Pathways (RCPs) used to drive future climate projections. The light grey shading indicates the 98th percen-
tile and the dark grey shading the 90th percentile of the underlying databases.

F I G U R E S O U R C E:  R E P R O D U C E D F R O M VA N V U U R E N E T A L .  (2011) ,  W H E R E F U RT H E R D E TA I L S  A R E P R O V I D E D.
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Section summary

In summary, projections of future climate require projections of future forcing from GHGs, aerosols, and 
land-use change, which in turn depend on projections of future population and energy consumption. CO2 is 
the largest contributor to human-induced climate forcing, and so CO2 emissions and the extent to which they 
grow or decline will largely determine future climate.

3.3: Modelling the response of the climate system to external forcing

Key Message

In the near term (to approximately 2040), projected warming will be similar under all emission path-
ways. But by the late 21st century, the differences between possible emissions pathways will have a 
considerable effect. Available estimates indicate that the global climate will warm by an additional 
1ºC (for a low emission scenario) to 3.7ºC (for a high emission scenario). Scenarios that would limit 
warming to an additional 1ºC or less require rapid and deep emission reductions. 

3.3.1: Earth system models

Earth system models are based on a mathematical representation of the behaviour of the atmosphere, ocean, 
land surface, and cryosphere. They simulate a virtual planet using powerful supercomputers, allowing scien-
tists to probe the connections between various physical and biogeochemical processes, e.g., how the ocean 
takes up heat and carbon, stores and then redistributes it. Two main ways such models are used are (1) to 
compare simulations with and without historical forcings to determine human versus natural forcing effects, 
and (2) to simulate future climate in response to various forcing scenarios.

Earth system models have some features in common with global weather-prediction models (used to make 
daily weather forecasts) but do not depend on the use of observations as inputs and typically operate at 
somewhat lower spatial resolution (i.e., the level of spatial detail is often limited to features with scales of 
a hundred kilometres or larger). The lower resolution is necessitated by the computing demand of the long 
simulations that are required. Simulations begin with the historical period (from 1850 to present), driven by 
observationally based climate forcing (e.g., historical changes in GHG concentrations), and then continue into 
the future, using different forcing scenarios (such as those described in the previous section) out to year 2100 
or further (Figure 3.2).
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Figure 3.2: Building an Earth system model

Figure caption: Schematic illustration of the processes included in an Earth system model, and the way in which 
mathematical equations describing physical processes are solved on a three-dimensional grid.

F I G U R E S O U R C E:  C L I M AT E R E S E A R C H D I V I S I O N,  E N V I R O N M E NT A N D C L I M AT E C H A N G E C A N A D A.

Earth system models represent an evolution from earlier physical climate models (representing the coupled 
atmosphere, ocean, land, and sea ice components of the climate system) to models that go beyond this with 
explicit representation of the carbon cycle (Flato, 2011; Flato et al., 2013). Including carbon and other bio-
geochemical cycles in the models allows simulation of global interactions among ecosystems, carbon, and 
climate, as well as several terrestrial processes that occur at high latitudes. Changes to snow and sea ice can 
cause positive (amplifying) snow/ice albedo feedbacks in the climate system (Euskirchen et al., 2016; Kashi-
wase et al., 2017; see Chapter 2, Box 2.4). As temperatures increase, the spatial extent of snow and sea ice 
declines, reducing the reflectivity of land and oceans, allowing more solar radiation to be absorbed, and hence 
further increasing temperatures. This feedback makes an important contribution to the higher rate of warm-
ing in the Arctic region, called Arctic amplification (FAQ 3.1; see Section 3.3.3). The models can also simulate 
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increased growth of vegetation at northern high latitudes in response to a warming climate, an effect that 
may reduce the land surface albedo and affect the exchange of energy and water between the land and the 
atmosphere (Forkel et al., 2016). Changes in permafrost in response to changing climate — leading to chang-
es in hydrological conditions and CH4 release (Schuur et al., 2008) — are also now included in some models. 

FAQ 3.1: Why is Canada warming faster than the world as a whole?

Short answer

The response of the climate system to increasing greenhouse gases varies from one region to another. As a 
result, the rates of warming around the world are not the same. These variations are a result of climate pro-
cesses and feedbacks that depend on local conditions. For example, in Canada, loss of snow and sea ice is 
reducing the reflectivity (or albedo, see Chapter 2, Box 2.3) of the surface, which is increasing the absorption 
of solar radiation. This causes larger surface warming than in more southerly regions. Because of this and 
other mechanisms, Canada is warming faster than the world as a whole — at more than twice the global rate 
— and the Canadian Arctic is warming even faster — at about three times the global rate. 

Long answer

Canada’s rate of surface warming is more than twice the global rate (Figure 3.3). The difference is even more 
dramatic for the Canadian Arctic, where the rate of warming is about three times the global rate. Enhanced 
warming for Canada as a whole and for the Canadian Arctic in particular is part of a climate phenomenon 
known as “Arctic amplification.”
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Figure 3.3: Rates of warming for Canada, the Canadian Arctic and the world 

Historical observations of annual mean surface temperature show that the rate of surface warming for Canada 
(slope of the blue line) is more than twice the rate of surface warming for the globe (slope of the red line). The 
rate of warming for the Canadian Arctic (slope of the grey line) is about three times the global rate. Canadian re-
sults are based on the Adjusted and Homogenized Canadian climate data (Vincent et al., 2015). The global result 
is based on the HadCRUT data set (Morice et al., 2012).

F I G U R E S O U R C E:  E N V I R O N M E NT C A N A D A C L I M AT E R E S E A R C H D I V I S I O N. 

In all regions of the world, the climate response to radiative forcing12 (see Chapter 2, Section 2.3) from green-
house gases is determined by subsequent processes and feedbacks within the climate system. To under-
stand Arctic amplification, we can use climate models to estimate the contributions to temperature change 
from different physical mechanisms. These estimates for the Arctic can then be compared with estimates for 
other regions of the world. This approach has shown that that enhanced warming over high-northern latitudes 
is due to contributions from five well-known climate feedbacks. These are, in decreasing order of importance, 

12  Radiative forcing is the net change in the energy balance of the earth system due to an external perturbation. A 
positive radiative forcing, such as that from the increase in atmospheric greenhouse gases, causes climate warming, 
whereas a negative radiative forcing causes climate cooling. 
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lapse-rate feedback, snow/ice albedo feedback, Planck feedback, cloud feedback, and water vapour feedback 
(Figure 2). In the Arctic, each of these is a positive (amplifying) feedback —these feedbacks enhance the 
warming from greenhouse gas forcing. These feedbacks operate elsewhere as well, but their strength and 
direction vary from one region to another, and most are stronger in the Arctic (Figure 3.4) 

Figure 3.4: Contributions to warming of various feedback mechanisms for the Arctic and the Tropics 

Feedback mechanisms make different contributions to warming, depending on the region of the world. The 
contributions of lapse-rate, snow/ice albedo, Planck, cloud, and water vapour feedbacks to warming for the 
Arctic and for the Tropics are shown for a modelled climate state in which carbon dioxide concentrations are 
quadrupled from their pre-industrial levels. Feedbacks in the red-shaded area of the figure contribute to enhanced 
warming in the Arctic relative to the Tropics, whereas feedbacks in the blue-shaded area contribute to enhance 
warming in the Tropics relative to the Arctic. 

F I G U R E S O U R C E:  A D A P T E D F R O M S T U E C K E R E T A L .  (2018). 
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LAPSE-RATE FEEDBACK: The lapse rate is how much the temperature in Earth’s atmosphere decreases as 
altitude increases. Differences in the lapse rate in different parts of the world affect the response to increas-
ing greenhouse gas amounts. In the Arctic, for example, warming due to greenhouse gas forcing is largest 
near the surface. The opposite is true in the Tropics, where warming due to greenhouse gas forcing is largest 
higher up in the atmosphere, allowing radiant heat from Earth to more easily escape to space, and hence cool 
the climate. 

SNOW/ICE ALBEDO FEEDBACK: Snow and ice reflect considerable solar energy back to space (see Chapter 
2, Figure 2.4). Warming melts snow and ice, causing the now darker surface to absorb more solar radiation 
and heat further. Of course, this feedback only applies to regions where ice and snow are found. Thus, its 
contribution to warming is substantial in the Arctic and negligible in the Tropics.

PLANCK FEEDBACK: The higher the temperature of any body (such as the Earth), the more energy it radi-
ates, creating a cooling effect. This is a negative feedback that, ultimately, limits warming on a global scale. 
However, this cooling effect is weaker in the Arctic than in the Tropics, and therefore allows for a relatively 
larger warming response at high latitudes.

CLOUD FEEDBACK: In climate models, greenhouse gas forcing generally results in more cloudiness in high 
latitudes and less in low latitudes. In the Arctic, the increase in clouds enhances warming by trapping heat 
near the surface.

WATER VAPOR FEEDBACK: Water vapor, like carbon dioxide, is a greenhouse gas. As the atmosphere 
warms, it is able to hold more water vapor and so warming is enhanced. The Arctic atmosphere is very dry 
and for this reason the contribution of the water vapor feedback to warming is small as compared to the 
Tropics, where the atmosphere is moist.

In summary, warming caused by increasing greenhouse gas concentrations varies from place to place, largely 
due to differing feedbacks at play from one region of the world to the next. Enhanced rates of warming over 
Canada and the Canadian Arctic are due to a unique combination of such feedback mechanisms.

How do we know that models are accurately projecting future climate? One method of measuring whether 
models can realistically represent the complex interconnections among climate processes is to gauge their 
ability to reproduce past changes. Simulations using observationally based historical forcing from 1850 
onward provide the opportunity to directly compare model results to observations. The IPCC Assessment 
Reports have traditionally included a chapter devoted to this type of model evaluation (e.g., Flato et al., 2013), 
and these provide a synthesis of the large number of scientific papers on model performance. Figure 3.5 
provides one example of model evaluation, comparing the annual global mean surface air temperature from 
several different sources with simulations from 36 different models that participated in the fifth phase of the 
Coupled Model Intercomparison Project (CMIP5; see Box 3.1). As the figure shows, Earth system models are 
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able to reproduce the observed long-term increase in temperature (heavy black lines), along with the sporadic 
cooling that follows large explosive volcanic eruptions. The magnitude of natural year-to-year variability is 
also well simulated (thin lines), although one does not expect individual ups and downs to coincide (as each 
model simulates its own internal variability). The heavy red line in the figure shows the multi-model average, 
which is an approximation of the response of the climate system to external forcing (changing GHG con-
centrations and aerosol amount, land-use change, variations in solar irradiance, and volcanic aerosol), upon 
which internal variability is superimposed. The difference between observed temperature and the multi-mod-
el average from roughly 2000 onward has been extensively analyzed (e.g., Fyfe et al., 2016) and is due to a 
combination of small errors in the observational record, decadal timescale internal variability, and incomplete 
early 21st century volcanic forcing in the models (see Chapter 2, Section 2.3.3).

Figure 3.5: Evaluating model performance against observations

Figure caption: Global annual mean surface air temperature anomalies from 1850 to 2012 (anomalies are 
computed relative to the 1961–1990 average shown by yellow shading). The heavy black lines represent three 
different reconstructions of temperature based on observations. Each of the thin coloured lines represents a sim-
ulation from one of 36 climate models. The heavy red line indicates the multi-model average. The overall warm-
ing trend is evident in both observations and simulations, particularly since about 1960, and both show cooling 
following large volcanic eruptions (vertical dashed lines).

F I G U R E S O U R C E:  F L AT O E T A L .  (2013).
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Box 3.1: The Coupled Model Intercomparison Project

All models used to project climate have some uncertainty associated with them, owing to approximations 
that must be made in representing certain physical processes. To understand the uncertainty in models, 
scientists compare them with other models and evaluate how much the models differ in their projections. 
To determine this, an ensemble of models is needed, allowing a range of simulations and projections to be 
analyzed and compared. The World Climate Research Programme has established the Coupled Model Inter-
comparison Project (CMIP) specifically for this purpose. An agreed-upon suite of historical simulations and 
future climate projections are performed using the same external forcing (changing GHGs, land-use, etc.). The 
outputs from the models are archived in a common format for analysis by the climate research community 
(Taylor et al., 2012). Previous versions of CMIP have provided model results assessed in earlier IPCC Assess-
ment Reports. The most recent, fifth phase of this project, CMIP5, provided climate model results that were 
assessed in the IPCC Fifth Assessment Report (IPCC, 2013), and many of these results are available from 
the Canadian Climate Data and Scenarios website. Future climate projections in CMIP5 used the Represen-
tative Concentration Pathways emission scenarios (see Section 3.2) (van Vuuren et al., 2011). A new version, 
CMIP6, is currently underway and will serve as input to the IPCC Sixth Assessment.

3.3.2: Sources of confidence and uncertainty

Confidence in climate model projections arises from many sources. First, climate models are solidly based on 
physical laws and scientific understanding of physical processes. Second, climate model results are evaluat-
ed in detail by comparing model output to observations, as described in Section 3.3.1. The model evaluation 
chapter in the most recent IPCC Assessment report provides many examples (Flato et al., 2013). Third, some 
of the models used to make climate projections are also used to make seasonal climate predictions whose 
skill is routinely evaluated (e.g., Kirtman et al., 2013, Merryfield et al., 2013; Sigmond et al., 2013; Kharin et al., 
2017).

There are, however, uncertainties that have to be considered when using model projections. These uncertain-
ties stem from the fact that models cannot simulate all physical processes exactly (and therefore must make 
approximations), and from internal variability in both the simulated and the real climate system (see Chapter 
2, Box 2.5). The uncertainty due to approximations of physical processes can be reduced, in principle, and 
models continue to improve in this regard (Flato et al., 2013). However, it is impossible to reduce the uncer-
tainty from internal variability that is superimposed on the underlying forced climate change. In addition, there 
is uncertainty about what future climate forcing (e.g., future GHG emissions) will be, which is accounted for 
by making projections with a range of forcing scenarios. These sources of uncertainty vary in importance de-
pending on the time and space scale under consideration — generally, uncertainties diminish at larger spatial 
scales as internal variability “averages out” to a certain degree when one considers larger regions (e.g., Haw-

http://climate-scenarios.canada.ca
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kins and Sutton, 2009). This also means that uncertainty is larger when one looks at small regions or specific 
locations. In addition, at longer time scales (say, by the end of the 21st century), uncertainty is dominated by 
differences in the forcing scenarios and internal variability is, by comparison, much smaller.

3.3.3: Global-scale climate projections

As described in Section 3.2, climate projections are a result of driving climate models with different future 
forcing scenarios (RCPs, in the case of CMIP5). These projections include the response of the climate system 
to external forcing (e.g., changing GHG concentrations), internal variability, and uncertainties associated with 
differences between models. These effects can be separated, to some extent, by drawing upon projections 
from multiple models (e.g., Collins et al., 2013). The multi-model average provides an estimate of the re-
sponse of the climate system to forcing, since internal variability and model differences are “averaged out” to 
a large extent (see Box 3.2). The upper panel of Figure 3.6 shows the change over time in global mean sur-
face air temperature, as simulated by the CMIP5 models, spanning the period from 1950 to 2100. The heavy 
lines indicate the multi-model average, and the shaded band represents the range of model results around 
this average. Within this shaded band, each individual model result would look like one of the individual co-
loured lines in Figure 3.5, but for clarity this collection of individual lines is shown as a shaded band. The high 
emission scenario (RCP8.5) results are shown by the red line and the orange shaded band, whereas the low 
emission scenario (RCP2.6) results are shown by the blue line and the blue shaded band.

Box 3.2: Model projections and weighting

Climate change projections are generally based on an ensemble of climate models representing the state-of-
the-art in understanding and modelling climate. The reason for using an ensemble of models is that no single 
model can be considered the best, since different models exhibit varying levels of realism in simulating cli-
mate, depending on the region and variable of interest. Even if a single best model could be determined, there 
is no guarantee that its present-day performance would cause it to give more reliable projections of future 
climate.

Climate change projections differ from weather forecasts in several crucial respects. One important differ-
ence is that, while we learn the accuracy of weather forecasts in the next few days, the true performance of 
future climate projections will remain unknown until many decades from now (Weigel et al., 2010). In the ab-
sence of a consensus on which models are the best, common practice has been to rely on “model democra-
cy,” whereby each model in a multi-model ensemble is treated equally. This equal-weighting method assumes 
that each model is different and yet equally plausible.

In recent years, however, there is increasing evidence in the scientific literature that model democracy has 
some drawbacks. Accurate present-day model performance may not guarantee future performance, but poor 
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performance clearly does not inspire confidence (for example, models that severely underestimate current 
Arctic sea ice coverage may not be reliable in projecting future changes in sea ice coverage). As a result, there 
is a growing appreciation that some performance-based weighting of model projections may be appropriate. 
Indeed, the IPCC Fifth Assessment illustrated this for the case of Arctic sea ice (Collins et al., 2013). However, 
a clear consensus on to how to weight models has not yet emerged.

A further drawback of model democracy is that it assumes each model is independent. However, climate 
models often share common features because one model may use computer code adopted from another 
model with minor adjustments, or two models may have been developed from a common earlier model. 
Although schemes to account for model performance and independence are being developed and tested 
(e.g., Sanderson et al., 2017; Knutti et al., 2017), this is still an emerging area of research. Initial exploration of 
weighting approaches suggests that differences between weighted and unweighted projections for Canada 
are small, and so traditional, unweighted multi-model projections are presented in this report.

There are two key points illustrated in the upper panel of Figure 3.6. First, when looking at projected climate 
change, the spread across models (the vertical extent of the shaded bands) is smaller in the near term (to 
around 2040) than it is toward the end of the 21st century, indicating that model uncertainty has a larger effect 
further into the future. (Internal variability also contributes to the width of the shaded bands, as described 
previously, but the size of this contribution is not expected to change significantly in the future.) Second, the 
differences among forcing scenarios are small in the near term, but become large toward the end of the 21st 
century (as illustrated by the growing separation between results for the low emission scenario [RCP2.6] and 
high emission scenario [RCP8.5]). For simplicity, the medium emission scenarios (RCP4.5 and RCP6.0) are 
not shown in the main part of the figure, but their end-of-century results are shown on the right-hand side of 
the top panel for comparison.

The spatial patterns of projected temperature and precipitation change are shown in the bottom panel of Fig-
ure 3.6. The large difference in mean change between the high and low emission scenarios is clearly evident 
in the maps (darker colours indicate larger change), but there is a marked similarity in pattern. For tempera-
ture, changes are larger over land than over the adjacent ocean, and are larger at high latitudes, particularly 
over the Arctic, an illustration of Arctic amplification. As a result, projected warming in Canada is roughly 
double the global mean. For precipitation, the pattern of change is more complex, with the polar and equato-
rial regions projected to have increased annual precipitation, whereas precipitation decreases are projected 
for much of the subtropics (roughly 24º to 35º north and south latitude). For southern Canada, the projected 
change in precipitation is rather small, but projected increases are larger further north. (Changes in annual 
mean precipitation do not translate directly into changes in seasonal snow cover or water availability, as dis-
cussed in Chapter 5 and Chapter 6.)
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Figure 3.6: Global climate projections

Figure caption: The upper panel shows the multi-model annual global mean surface temperature change rela-
tive to a historical reference period (1986–2005) for a range of emission scenarios. The shaded bands indicate 
the 5%–95% spread across the multi-model ensemble. The lower panels show the multi-model mean projected 
change by late century (the 2081–2100 average minus the 1986–2005 average) for annual (a) mean surface 
air temperature and (b) precipitation for the low emission scenario (RCP2.6) and the high emission scenario 
(RCP8.5).

F I G U R E S O U R C E:  C O L L I N S E T A L .  (2013).
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On average, the models project a future global mean temperature change (relative to the 1986–2005 refer-
ence period) of about 1ºC for the low emission scenario (RCP2.6) and 3.7ºC for the high emission scenario 
(RCP 8.5) by the late 21st century, with a 5%–95% range of about 1ºC above and below the multi-model aver-
age. This change is over and above the 0.6ºC change that had already occurred from 1850 to the reference 
period. Therefore, the average projected change under the low emission scenario is consistent with the global 
temperature target in the Paris Agreement of limiting global warming to between 1.5ºC and 2.0ºC, although 
the projected range from all models extends both below and above this target. The low emission (RCP2.6) 
scenario requires emissions of CO2 to peak almost immediately and reduce to near zero before the end of 
the century. Recent studies (e.g., Millar et al., 2017) provide more detailed analysis of scenarios that will limit 
warming to 1.5ºC, and these also involve very rapid and deep emission reductions.

More details regarding future projections, with a focus on Canada, are provided in other chapters of this re-
port. Confidence in climate change projections varies by region and by climate variable. So, for example, con-
fidence in temperature change is higher than confidence in precipitation change. This is in large part because 
temperature change is a direct consequence of radiative forcing, whereas precipitation change is affected by 
a number of complex interactions, including changes in the water-holding capacity of a warming atmosphere, 
in global atmospheric circulation, in evaporation, and in other factors (e.g., Shepherd, 2014) (see Chapter 4). 
Changes in snow and ice are a consequence of changes in both temperature and precipitation and are dis-
cussed in more detail in Chapter 5. Freshwater availability (see Chapter 6) and ocean changes (see Chapter 7) 
are also affected by changes in temperature and precipitation, as well as by other factors.

3.3.4: Compatible emissions

Earth system models can be run in two different ways: one in which GHG concentrations are set and another 
in which GHG emissions are set (both are available as part of the RCP datasets). Concentration-driven simu-
lations allow scientists to assess the difference, from one model to another, in how the climate responds to 
identical changes in GHG concentrations in the atmosphere. This helps separate the response of the climate 
system to a change in forcing (e.g., change in GHG concentrations) from the effect of carbon-cycle feedbacks 
involving the terrestrial and oceanic biospheres. The response of these natural carbon sinks to atmospheric 
CO2 levels and to climate change will influence anthropogenic emissions compatible with a given CO2 path-
way. Therefore, an interesting aspect of these concentration-forced simulations is that global anthropogenic 
emissions can be computed — emissions that are compatible with the prescribed concentration pathway 
(e.g., Jones et al., 2013). The range in compatible CO2 emissions between different models provides a mea-
sure of the uncertainty inherent in representing carbon-cycle feedbacks in models. Figure 3.7 illustrates 
results from compatible emission calculations and shows that, while there is some variation, this group of 
models is consistent. For the RCP 2.6 scenario in which temperature is stabilized below about 2ºC, the mod-
els have compatible emissions that start reducing immediately and reach near zero well before the end of the 
century.
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Figure 3.7: Carbon dioxide concentrations and compatible emissions under the four Representative Concentration Pathways
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Figure caption: Carbon dioxide concentrations for four different Representative Concentration Pathways (RCPs; 
upper panel) and the corresponding compatible emissions (lower panel) based on simulations from five different 
Earth system models (Jones et al., 2013). The high emission scenario (RCP8.5) corresponds to emissions that 
are more than double those today by the end of the century, whereas the low emission scenario (consistent with 
temperature stabilization below 2ºC) requires emissions to be rapidly reduced to near zero, or even negative, 
levels well before the end of the century. Note that the IAM scenario curves indicate the emissions obtained from 
the integrated assessment models that provide the RCP concentrations (see Figure 3.1).

F I G U R E S O U R C E:  J O N E S E T A L . ,  2013.

Section summary

In summary, many Earth system models have been developed and used to make projections of future climate. 
Uncertainty in these projections arises from internal climate variability, from shortcomings in the models 
themselves, and from differences between plausible future forcing scenarios. Analysis of the entire collection 
of model results allows the first two sources of uncertainty to be reduced (though not eliminated), as model 
errors and internal variability are reduced by averaging across models. In the near term, to about 2040, the 
differences between forcing scenarios is not large. By the end of the 21st century, however, the global mean 
temperature increase projected for a low emission scenario is roughly 1ºC, while for a high emission scenario 
it is roughly 4ºC. The lower emission scenarios require rapid cuts in human emissions.

•
3.4: Cumulative carbon dioxide and global temperature change

Key Message

Global temperature change is effectively irreversible on multi-century timescales. This is because 
the total amount of carbon dioxide emitted over time is the main determinant of global temperature 
change and because carbon dioxide has a long (century-scale) lifetime in the atmosphere.

CO2 is the largest contributor to anthropogenic radiative forcing and hence the dominant driver of anthropo-
genic climate change (Myhre et al., 2013) (see Chapter 2, Section 2.3.2). It also has a very long atmospheric 
lifetime (see Box 3.3). These properties mean that CO2 emissions are the dominant control on future climate 
change. Traditionally, the focus has been on annual average emissions and their changes over time. Howev-
er, recent research has found that the accumulation of CO2 emissions over time are what determine global 
warming. From this research has emerged the concept of a level of cumulative emissions (called a cumula-
tive carbon emissions budget) that must not be exceeded in order to limit temperature increases to a certain 
threshold.
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3.4.1: The climate response to cumulative carbon dioxide emissions

The IPCC Fifth Assessment Report found that warming induced by CO2 at any point in time since the begin-
ning of the Industrial Era is proportional to the total amount of CO2 emitted up to that time (cumulative CO2 
emissions; IPCC, 2013). This relationship has been seen in a range of climate models, across a range of emis-
sions pathways, and even at high levels of cumulative emissions (Tokarska et al., 2016). Figure 3.8 shows 
that average warming is closely proportional to cumulative CO2 emissions for the CMIP5 models’ simulation 
of a CO2 increase of 1% per year (thin black line). In this idealized simulation, atmospheric CO2 concentration 
increases from its 1850 value of around 285 ppm by 1% per year until its concentration quadruples in 140 
years to about 1140 ppm. The relationship between cumulative emissions of CO2 and global mean surface 
temperature (GMST) is altered somewhat by the effects of other climate forcing agents (such as CH4, N2O, 
and various aerosols) that are included in the RCP scenarios, as shown by the divergence of the coloured 
lines in Figure 3.8 from the thin black CO2-only line. Yet the total warming (due to CO2 and other climate forc-
ing agents) is approximately the same, as a function of cumulative emissions, across the four RCP scenarios 
shown in Figure 3.8. There is uncertainty in the relationship between warming and cumulative emissions, 
indicated by the shaded bands in the figure, and this must be taken into account when interpreting the results.

This relationship between cumulative CO2 emissions and the increase in GMST can be used to estimate the 
maximum amount of CO2 that can be emitted while limiting the temperature increase to a certain level. So, 
for example, in order to limit global warming to less than 2ºC, as agreed in the Paris Agreement (UNFCCC, 
2015), cumulative emissions of CO2 must stay below a given level. Because of the uncertainty in this relation-
ship, a likelihood must be attached to this level. Hence, the IPCC (2013) assessed that, to have a 50% chance 
of keeping global warming to less than 2ºC, CO2 emissions from 2011 onward would have to remain below 
1300 billion tonnes of CO2 (GtCO2), roughly equal to what has already been emitted since the beginning of the 
Industrial Era. For a 50% chance of keeping the temperature increase to less than 1.5ºC, emissions from 2011 
onward would have to be limited to 550 GtCO2. Similar carbon emissions budgets were obtained using an 
integrated assessment model driven by a broader range of scenarios, an approach that may be more robust 
(Rogelj et al., 2016). The median IPCC (2014) 1.5ºC emissions budget of 550 GtCO2 relative to 2011 is only 
13.8 years of CO2 emissions at current levels of approximately 40 Gt CO2 per year, and we have already used 
about six years of this. However, several recent studies calculated this budget using an alternative approach, 
based on an estimate of human-caused global warming from pre-industrial times to 2015 of approximately 
0.9ºC (e.g., Millar et al., 2017). This leaves room for an additional approximately 0.6ºC of warming to be con-
sistent with a 1.5ºC target. From this, cumulative carbon emissions budgets consistent with limiting warming 
to 0.6ºC relative to 2010–2019 with 50% or more chance were estimated to be 760–850 GtCO2 (Millar et al., 
2017; Goodwin et al., 2018; Tokarska and Gillett, 2018), substantially more than the 390 GtCO2 (from 2015) as-
sessed by IPCC (2014). Conversely, accounting for carbon-cycle feedbacks involving permafrost, which were 
not included in the models assessed by IPCC (2014), would somewhat increase the warming for a given level 
of CO2 emissions and hence somewhat reduce the emissions budgets, particularly at higher warming levels 
(MacDougall et al., 2015). The upcoming IPCC Special Report on Global Warming of 1.5ºC will comprehen-
sively assess these emissions budgets and give an updated estimate of the remaining allowable emissions to 
meet the global temperature target under the Paris Agreement.
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Figure 3.8: Relationship between global temperature and cumulative carbon dioxide emissions

Figure caption: Increases in global mean surface temperature with increasing cumulative carbon dioxide (CO2) 
emissions (lower axis label refers to emissions in gigatonnes of carbon, upper axis label in gigatonnes of CO2). 
Coloured lines show multi-model average results from the Climate Model Intercomparison Project (CMIP5) for 
each Representative Concentration Pathway (RCP) until 2100, and dots show decadal means. Model results over 
the historical period (1860 to 2010) are indicated in black. The coloured plume illustrates the multi-model spread 
over the historical and four RCP scenarios. The thin black line and grey area indicate the multi-model mean (line) 
and range (area) simulated by CMIP5 models resulting from a CO2 increase of 1% per year.

F I G U R E S O U R C E:  I P C C (2013).
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3.4.2: Irreversibility of climate change

Earth system model simulations of the response to CO2 emissions show that GMST remains approximately 
constant for many centuries following a cessation of emissions (Collins et al., 2013). For example, GMST 
remains high in two simulations of Environment and Climate Change Canada’s first-generation Earth system 
model, CanESM1, under a scenario in which CO2 emissions increase and subsequently cease, being reduced 
to zero in 2010 or in 2100 (Figure 3.9; Gillett et al., 2011). Similar results are obtained using other models 
(e.g., Matsuno et al., 2012; Matthews and Caldeira, 2008; Frölicher and Joos, 2010). Thus, regardless of when 
emissions cease, GMST remains approximately constant for the subsequent millennium.

Ceasing emissions of aerosols, which are short-lived and that largely exert climate-cooling effects (see Box 
3.3) would lead to rapid warming, whereas ceasing short-lived GHG emissions would cause cooling (Collins 
et al., 2013). The response to a cessation of emissions of other long-lived GHGs is qualitatively similar to that 
to CO2 (Smith et al., 2012), taking a very long time to reduce temperature. While GMST is expected to remain 
constant after emissions cease, other aspects of the climate system are expected to continue to change. 
Vegetation, ice sheet volume, deep ocean temperature, ocean acidity, and sea level are projected to change 
for centuries after stabilization of GMST (Collins et al., 2013).

Box 3.3: Short-lived climate forcers

Climate forcers, also referred to as climate forcing agents, act directly to change climate and include both 
natural and human contributors. They are often distinguished as short- or long-lived, according to their life-
time in the atmosphere. For example, carbon dioxide (CO2), the largest climate forcer from human activity, is 
considered long-lived. Although often described as having a lifetime of a century or more, a single lifetime val-
ue is not strictly applicable (owing to its complex interactions with the Earth system), but an estimated 15%–
40% of CO2 emitted by the year 2100 will remain in the atmosphere, and continue to exert a climate warming 
effect, for more than 1000 years (Ciais et al., 2013). Short-lived climate forcers are those with a lifetime of a 
few days to a few decades and include sulphate aerosols and black carbon (soot) with lifetimes of a few days; 
tropospheric ozone and various hydrofluorocarbons, with a lifetime of a few weeks; and methane, with a life-
time of a decade or so. Reducing emissions of short-lived substances leads to lower atmospheric concentra-
tions of these substances shortly thereafter. Many of these short-lived species contribute to poor air quality. 
Those that have a climate warming effect are also referred to as short-lived climate pollutants (http://www.
ccacoalition.org/en/science-resources) and include black carbon, methane, and tropospheric ozone. In some 
cases, aerosols that have a cooling effect are co-emitted with short-lived warming agents (Arctic Council, 
2011), complicating estimates of the near-term effectiveness of emission reductions. Short-lived climate forc-
ers are important in climate policy discussions because targeted mitigation of those with warming effects 
can both slow global temperature increase and improve human health by improving air quality.



CANADA’S CHANGING CLIMATE REPORT

 99 

Figure 3.9: Persistent elevation of global temperature after cessation of emissions

Figure caption: Global mean surface temperature simulated by the CanESM1 model under a scenario of increas-
ing CO2 emissions (black), followed by a cessation of emissions in 2010 (green) and 2100 (red).

F I G U R E S O U R C E:  G I L L E T T E T A L .  (2011).



CANADA’S CHANGING CLIMATE REPORT

 100 

Section summary

In summary, many aspects of climate change are irreversible on multi-century timescales. CO2 persisting for 
a century or more in the atmosphere is the main determinant of global mean temperature change, and global 
temperature will remain elevated even after emissions cease. GMST could be reduced only if human interven-
tion could remove CO2 from the atmosphere over a sustained period.

•
3.5: Regional downscaling

Key Message

Climate projections are based on computer models that represent the global climate system at 
coarse resolution. Understanding the effects of climate change for specific regions benefits from 
methods to downscale these projections. However, uncertainty in climate projections is larger as one 
goes from global to regional to local scale.

3.5.1: Downscaling strategies

Climate projections must be made using global models because many of the processes and feedbacks that 
shape the response of the climate system to external forcing operate at the global scale. For many applica-
tions, where only the change in some climate quantity is needed, global model projections can be used di-
rectly. This is because climate change normally applies over a much larger area than the climate itself, which 
can vary markedly over short distances in some regions. This is particularly the case for projected change 
in temperature, which has a very broad spatial structure, although local temperature may differ between, for 
example, the bottom of a valley and the surrounding hillsides.

However, for other applications, global climate model projections are not adequate, as they typically have 
horizontal spatial resolution, or grid spacing, of 100 km or coarser (see Figure 3.2 for explanation of model 
characteristics) (e.g., Charon, 2014). As an example, when using climate projections to drive a detailed hydro-
logical model at the scale of a drainage basin, one needs values of future climate variables at a scale that re-
spects local topographic, coastal, and other features, and represents high-frequency variability and extremes. 
Users of climate projections must therefore first evaluate whether they really need high-resolution climate 
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scenarios or whether they could make effective use of lower-resolution climate change scenarios. Higher 
resolution, in and of itself, does not necessarily indicate higher-quality or more valuable climate information. 
But, for many applications, higher resolution may be necessary, and can also facilitate better understanding 
among, and communication to, users. A caution, however, is that internal climate variability is reduced by 
averaging results over large areas, and so as one goes from global to regional to local scale, internal variabil-
ity becomes larger, leading to larger uncertainty in projections at the local scale, relative to that at regional or 
global scale (Hawkins and Sutton, 2009).

When climate information at a higher spatial- or temporal-resolution is needed, there are several approaches 
available to take global climate model projections and “downscale” them to higher resolution for a region of 
interest (or even a single location). These generally fall into two categories: statistical and dynamical down-
scaling.

Statistical downscaling is a form of climate model “post-processing” that combines climate model projec-
tions with local or regional observations to provide climate information with more spatial detail (Maraun et al., 
2010; Hewitson et al., 2014). Statistical post-processing methods typically downscale to higher resolution and 
correct systematic model biases. A simple example is the so-called “delta method,” in which the change in 
some climate quantity, obtained from a climate model projection, is added to the observed historical value of 
that quantity. This allows projected changes from different climate models to be used in a consistent man-
ner, since each model’s climatological bias is eliminated. Bias correction is particularly important when using 
downscaled climate information to drive impact models that depend on crossing absolute thresholds. For 
example, snow accumulation is sensitive to whether temperature is above or below freezing.

Simple techniques like the delta method may be suitable for some quantities, such as mean temperature, 
but not for others, such as daily precipitation, for which biases may be manifested differently, in variabil-
ity, extremes, or dry/wet spells (Maraun et al., 2010). More complex statistical downscaling approaches 
are required in such cases, making use of detailed high-resolution observational datasets that reflect local 
topographic influences. These high-resolution data are used to interpolate low-resolution climate change 
projections to much higher resolution. In some cases, bias correction and other refinements are applied to 
correct statistical properties such as variances (Werner and Cannon, 2016). Yet other statistical downscaling 
methods take advantage of observed relationships between large-scale atmospheric circulation patterns, 
which are often well simulated by climate models, and local variables. By assuming that these statistical 
relationships remain fixed under a changing climate, climate model projections of circulation patterns can 
be used to make projections of future climate at a particular location. The statistical relationships introduce 
some aspects of local climate that may not be well represented in the driving global model (e.g., local topog-
raphy and proximity to a lake). Fundamentally, all statistical downscaling methods assume that relationships 
between a model’s historical simulation and observations do not change over time, and that the information 
provided by the climate model and historical observations at their respective spatial scales is credible. Thus, 
the quality of statistical downscaling is directly related to the quality and availability of observational data. 
Recent critical reviews provide more information on the strengths and weaknesses of statistical downscaling 
and bias correction methods (Hewitson et al., 2014; Maraun, 2016).

Dynamical downscaling involves the use of a regional climate model, which is a physically based climate 
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model (of the same level of complexity as a global model) that operates at high resolution over a limited area. 
Regional climate models incorporate much the same physical processes and scientific understanding as 
global climate models and indeed often share much of the same computer code. The important distinction 
is that regional climate models are driven at their lateral boundaries by output from a global climate model, 
as shown in Figure 3.10. The regional model also inherits errors and biases that may be present in the global 
model whose results are provided at the boundaries. The main advantage of dynamical downscaling is that, 
due to its limited area, a regional model can simulate climate on a much higher resolution than is possible 
with a global model, using a similar amount of computing effort. This additional detail is often desirable, 
particularly where the regional model output is used to drive another model (e.g., a hydrological model in 
which detailed basin geometry, high-frequency precipitation and extremes, and other small-scale features are 
essential). However, it remains an ongoing research topic to determine whether, and under what conditions, 
regional models add value relative to the original global model results that are being downscaled. There are 
no agreed-upon measures for added value (Di Luca et al., 2015; 2016; Scinocca et al., 2016), although the 
evidence available at the time of the IPCC Fifth Assessment indicated that there is added value in some loca-
tions owing to the better representation of topography, land/water boundaries, and certain physical process-
es, and that extremes are better simulated in high-resolution regional models (e.g., Flato et al., 2013). 

Figure 3.10: Comparative resolution of global and regional climate models

Figure caption: Monthly precipitation simulated by the global model (left) and regional model (right) based on 
simulations described by Scinocca et al. (2016). The global model results are provided to the regional model 
along its boundaries, and the regional model recomputes climate in the interior of that limited area domain. The 
higher-resolution regional model provides more detail, as seen in the simulated precipitation patterns.

F I G U R E S O U R C E:  B A S E D O N S I M U L AT I O N S D E S C R I B E D BY S C I N O C C A E T A L .  (2016).



CANADA’S CHANGING CLIMATE REPORT

 103 

An additional advantage of dynamical over statistical downscaling is that physical relationships between 
different climate variables (such as temperature and precipitation) are maintained. For very high-resolution 
dynamical downscaling (at model resolution of a few kilometres), physical processes such as convection 
can be resolved explicitly and can lead to improved simulation of climate variables such as precipitation 
extremes. Several recent studies indicate added value, including a dynamical downscaling system that 
includes a detailed representation of the Great Lakes (Gula and Peltier, 2012), the potential for added value 
near well-resolved coastlines (Di Luca et al., 2013), and evidence for improved simulation of temperature and 
precipitation extremes (Curry et al., 2016a,b; Erler and Peltier, 2016).

3.5.2: Downscaling results for North America and Canada

Both statistical and dynamical downscaling approaches have been applied and evaluated in many areas of 
the world. For North America, coordinated dynamical downscaling comparisons have been undertaken as 
part of the North American Regional Climate Change Assessment Program (NARCCAP: http://www.narccap.
ucar.edu/) and the Coordinated Regional Downscaling Experiment (CORDEX: https://na-cordex.org/). For COR-
DEX, simulations were run at resolutions of approximately 25 km and 50 km. In both NARCCAP and CORDEX, 
Canadian models are represented. Coordinated experiments like these provide results from different regional 
climate models, driven at their boundaries by output from different global climate models. They also allow 
scientists to determine whether regional differences in projected climate change are related to the differences 
in the global driving models or to differences in the regional downscaling models. However, the CORDEX en-
semble is considerably smaller than the CMIP global model ensemble, and studies using the CORDEX ensem-
ble tends to focus on sub-regions rather than on Canada as a whole.

For Canada, regional climate models with smaller domains and higher resolution are being used, particularly 
by the Ouranos consortium and the Centre pour l’étude et la simulation du climat à l’échelle régionale (ESCER) 
at the Université du Québec à Montréal. Some of these simulations provide results at 15 km resolution (e.g., 
https://www.ouranos.ca/en/program/climate-simulation-and-analysis/). Statistical downscaling results are 
also readily available for Canada (https://www.pacificclimate.org/data/statistically-downscaled-climate-sce-
narios), with daily temperature and precipitation data at approximately 10 km resolution. These state-of-the-
art downscaling approaches (Werner and Cannon, 2016) are driven by multiple global climate model projec-
tions. In addition to the more detailed spatial structure, sophisticated statistical downscaling approaches can 
also provide estimates of future changes in climate extremes and other indices (such as frequency of hot 
days, growing season length, and drought indices) that are particularly important for certain impact studies 
(see Chapter 4). Downscaled results can also be used as inputs to impacts models — such as hydrological, 
crop, and ecosystem models — that are sensitive to variability on small spatial scales and to biases in climate 
models (Wood et al., 2004).

http://www.narccap.ucar.edu/
http://www.narccap.ucar.edu/
https://na-cordex.org/
https://www.ouranos.ca/en/program/climate-simulation-and-analysis/
https://www.pacificclimate.org/data/statistically-downscaled-climate-scenarios
https://www.pacificclimate.org/data/statistically-downscaled-climate-scenarios
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Section summary

In summary, global Earth system models are necessarily limited in the level of fine spatial detail they can 
resolve. Techniques such as statistical or dynamical downscaling allow transformation of these large-scale 
projections to a level of detail better suited to the climate information needs of many local and regional im-
pact studies. It must be noted, however, that uncertainty due to internal climate variability is reduced by area 
averaging (e.g., averaging over Canada or the globe), and so uncertainty in climate projections is larger as one 
goes from global to regional to local scale.
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